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Abstract—The availability of reliable data related to the
behavior of the wind in a wind farm is very useful to
determinate with accuracy some aspects as power curve of a
wind energy turbine and the wind’s speed in an interval of
times. The precision in the prediction process of wind behavior
is useful for reducing structural efforts in the wind-turbine
rotor system, and even in the tower section. In practice, sensors
are used to acquire data for monitoring wind farms which
occasionally may tend to fail causing an incomplete information
from the sensor. This work is focused on the imputation of
missing data based on a combination of interpolation and
regression models. Our experiments show that this approach is
useful for correlated time series, considering the direction and
speed wind for 20 and 40 meters of height in wind farms located
in the Isthmus of Tehuantepec in Oaxaca state in Mexico.
Finally, the approach of combination methods is effective to
solve the problem of missing data in the database of wind in
wind farms.

Keywords—Wind missing data, imputation on time series,
correlated time series, machine learning.

I. INTRODUCTION

Recently, the generation of electricity from wind energy
around the world has a pronounced interest for low power wind
turbine as well as for high-power wind turbines. The quality
and wind speed establish the capacity of power’s extraction in
a geography zone, used to determine the maximum efficiency
of a wind-turbine from its power output curve. An unfortunate
monitoring process causes a wind prediction problem, which
limits the possibility of obtaining the maximum production
of energy of the wind farm. For different reasons, sometimes
the data provided by sensors that measure the wind velocity
and direction have a lot of missing data. Imputation method
involves the replacement of missing values with some values
that have been estimated based on data mining of available
information in the data set [6]. However, several studies have
shown that the performance of missing values imputation
algorithms is significantly affected by factors such as corre-
lation structure in the data, the missing data mechanism, the
distribution of missing entries in the data, and the percentage

of missing values in the data. Selecting the right algorithm
may significantly boost the accuracy of the imputation results
since there is no single imputation algorithm that performs the
best in every situation [4].

There are several techniques or algorithms that perform the
imputation in time series. Norazian et al. used interpolation
and mean imputation techniques to calculate missing values
in air pollution [12]. Data Interpolating Empirical Orthogonal
Functions (DINEOF) [2] was used in a multivariate approach
to reconstruct missing data in sea surface temperature, chloro-
phyll, and wind satellite fields.

The method of wind shear coefficient (WSC) [15] is an
approach to interpolate the measured wind data of wind farm.
The equation of WSC is defined as V2 = V1 ∗ (h2/h1)α,
where h1 and h2 are the installed height of two sensors
of the wind mast, V1 and V2 are wind speeds of the two
installed heights, and α is wind shear coefficient, it is obtained
as α = log(V2/V1)/log(h2/h1). However, in real work,
influenced by environment and measured error, wind shear
coefficient α is not a constant. This brings a great impact on
the practical engineering application of the above approach
[15]. Given the success of the application of Machine Learning
(ML) techniques, some of them have been applied to the
reconstruction of missing data. Lui et al. [9] used Gaussian
process regression models to calculate missing data for wind
power prediction. In [10] a new Measure Correlate Predict
(MCP) method was used to establish a missing wind speed
data using temporal interpolation and extrapolation method,
considering all mixed uncertainties, based on granular com-
puting theory by adopting the cloud model method; support
vector regression method, artificial neural networks, genetic
algorithm and fuzzy c-means clustering algorithm as tools.
The maintenance of a wind turbine is a necessary service
to keep it working and producing electrical energy. The ML
for detection and diagnostic of delamination in Wind Turbine
Blades (WTB) is presented in [3] using Autoregressive Yule-
Walker model, which is employed for feature extraction using
time series analysis and predictive models for fault detection

978-1-5386-5935-9/18/$31.00 c©2018 IEEE
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a b
Fig. 1. Instrumented meteorological tower in a wind farm: a) Schematic
diagram, b) Clipper wind turbine located in the Isthmus of Tehuantepec,
Oaxaca, Mexico.

using Artificial Neural Network (ANN). The monitoring of
power curves can be used for both wind turbines and wind
farms with the intention of extracting the maximum power.
The ML methodology is used in [11] as an approach for
detection of an anomalous functioning condition in a wind
farm, which can affect the power extraction. The authors
herein present the use and comparison of three different ML
models such as a self-supervised neural network called GMR
(Generalized Mapping Regressor), a feed-forward Multi-Layer
Perceptron (MLP) and a General Regression Neural Network
(GRNN).

This paper is organized as follows. Section II provides
the data description and exploration. The techniques that are
applied to predict the missing values are shown in Section III.
Experiments and results are described in Section IV. Finally,
conclusions are given in Section V.

II. DATA DESCRIPTION AND EXPLORATION

The public data was obtained from the Instituto Nacional
de Electricidad y Energı́as Limpias (INEEL). It was stored
in EXCEL files named with the key DP-XXZZ-MM-YYYY,
where DP means public data, XX are representative letters
of the Mexican Republic state where the station is installed,
ZZ the station number, MM the month and YYYY the year.
For this paper, the file DP-LV01-06-2000.xls was used. It
corresponds to June 2000 of one station installed in the
Isthmus of Tehuantepec, Oaxaca, México. Figure 1 shows an
instrumented meteorological tower.

The data contains 9 columns:
• Julian day, the day number of the year.
• Hour and minute in format hhmm.
• Average wind velocity at 20 meters high (m/s).
• Wind direction in grades (from 0◦ to 359◦) that are

measured from the north clockwise.
• Standard deviation of the wind velocity at 20 meters high

(m/s).
• Maximum wind velocity at 20 meters high (m/s).

Fig. 2. Data corresponding to the 167th day

Fig. 3. Velocity at 20m Vs Missing value number

• Average wind velocity at 40 meters high (m/s).
• Standard deviation of the wind velocity at 40 meters high

(m/s).
• Maximum wind velocity at 40 meters high (m/s).
The data can be seen as seven time series with a value

every ten minutes. Figure 2 shows the time series of the
167th day. The red points are the missing data. There are 4319
records, 68 of them have missing data (1.5%). Two rules were
found: (1) when a value of the velocity at 20m is missing,
also the values of the wind direction, standard deviation at
20m and the maximum velocity at 20m are missing; and (2)
when a value of the velocity at 40m is missing, also the values
of standard deviation at 40m and the maximum velocity at
40m are missing (see Table I). There are 62 and 39 records
where the values of the velocity at 20m and 40m are missing,
respectively. In Figure 2, it can be seen that the missing values
are in period of times where the wind velocity is low. The
same pattern was observed in the remaining days. In order
to analyze the relationship between the wind velocity and the
number of missing data, for every two hours (12 records), the
average of the velocity at 20m (the missing data not included)
and the number of missing data are calculated. In Figure 3, it
can be seen that the missing data is present where the wind
velocity has low values. The majority of them are where the
wind velocity is less or equals than 1 m/s, and some of them
when it is between 1 and 2 m/s.
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TABLE I
ORIGINAL DATA EXAMPLE

Julian day HourMinute Vel 20m Wind direction Std dev 20m Max vel 20m Vel 40m Std dev 40m Max vel 40m
160 1840 0.428 269.5 0.406 1.527 0.232 0.362 1.527
160 1850 0.312 244.1 0.461 1.527 0.204 0.368 1.527
160 1900 0.005 249.1 0.044 0.382 0 0 0
160 1910 0 0 0 0 0 0 0
160 1920 0.046 249.1 0.139 0.764 0 0 0
160 1930 0.151 249.1 0.222 0.764 0 0 0
160 1940 0.022 249.1 0.094 0.764 0 0 0
160 1950 0 0 0 0 0.003 0.031 0.382
160 2000 0 0 0 0 0.104 0.224 0.764
160 2010 0.605 311.8 0.467 1.527 0.627 0.26 1.527
160 2020 0 0 0 0 0.003 0.031 0.382
160 2030 0 0 0 0 0 0 0
160 2040 0 0 0 0 0 0 0
160 2050 0.018 328.5 0.097 0.764 0.075 0.196 0.764
160 2100 0 0 0 0 0 0 0
160 2110 0 0 0 0 0.033 0.116 0.764
160 2120 0.283 328.5 0.313 1.145 0.85 0.517 1.527
160 2130 0.78 328.4 0.21 1.145 0.904 0.257 1.527
160 2140 0.736 339 0.24 1.145 0.261 0.419 1.527
160 2150 1.487 354.9 0.468 2.291 1.616 0.382 2.673
160 2200 1.797 351.9 0.299 2.673 2.016 0.236 2.673

Figure 2 also shows a correlation between the wind velocity
at 20 and 40m, standard deviation of the wind velocity at 20
and 40m, and finally maximum wind velocity at 20 and 40m.
The correlation coefficient of these relations are 0.99, 0.97 and
0.99 respectively.

III. METHODOLOGY

The proposed methodology for prediction and measurement
of imputation data is performed in the following steps: (1)
remove some values, (2) interpolate, (3) predict values using
regression models, and (4) combine interpolation and regres-
sion outputs. The overall framework is shown in the Figure
4.

A. Remove some values

In order to measure the performance of each imputation
technique, it is necessary to remove values in valid records to
compare the real values and imputed values.

The removing process is performed trying to preserve the
essence of the missing values in the original data: the missing
values appear in period of times where the wind velocity is
low. Every 12 records, the wind velocity average is calculated,
if there are missing data in those records, they are omitted. If
the average wind velocity is less than 1.5 m/s, some values are
removed. With 60% of probability, the values of wind direc-
tion, wind velocity at 20m, wind velocity standard deviation
at 20m and maximum wind velocity at 20m are removed. On
the other hand, with 40% of probability, the values of wind
velocity at 40m, wind velocity standard deviation at 40m and
maximum wind velocity at 40m are removed. Figure 5, left
side, shows the values that were removed from the 166th day.

B. Interpolation

Interpolation is a technique capable of calculating the values
of missing data within the range of given known values.

The linear interpolation fits a straight line between two given
points a and b. If a point between those points a and b is given,
the output can be calculated as the value in the line. The line
equation is:

y = y1k(x+ x1) (1)

where k = (y2 − y1)/(x2 − x1). To predict the value of a
x, the constraint x1 < x < x2 needs to be respected.

The cubic interpolation fits a polynomial function given
several points. The function equation is:

y = ax3 + bx2 + cx+ d (2)

where a, b, c and d are parameters that need to be optimized.
Both interpolation techniques, linear and cubic, were per-

formed using the python library scipy [8].

C. Wind direction interpolation

The interpolation of the wind direction cannot be applied
with the original data using the continuous range 0◦ to 359◦.
For example, if the linear interpolation is used and the points
values for the times t and t + 2 are 354 and 2, the middle
point in the time t + 1 calculated by the interpolation will
be 178. However, the correct value can be obtained if the
values −2 and 2 are used for the times t and t + 2. To
avoid this problem, we transform all the values of the wind
direction with the sinusoidal and cosine functions. Then, an
interpolation for each transformation is performed. Finally, the
wind direction values are obtained using the function atan2
with the interpolated values.

D. Regression

To take advantage of the strong correlation between the
variables measured at 20m and 40m (wind velocity, stan-
dard deviation of the wind velocity and maximum wind
velocity), several regression models are performed. With the
idea to understand the behavior of the data, univariable and
multivariable, and also, linear (Linear Regression) and non
linear regressors (Support Vector Machines for regression and
MultiLayer Perceptron) were tested.

Mathematically, a regression problem can be defined as
follows. Given N input vectors x1, x2, , xN in a d-dimensional
space xi ∈ Rd, and N output values y1, y2, , yN where yi ∈ R,
it is wanted to find the function f that minimizes the difference
between f(xi) and yi.

Simple linear regression [7] predicts a quantitative response
on the basis of a single predictor variable xi. It means, for
this model xi ∈ R. It assumes there is approximately a linear
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Fig. 4. The overall framework of the proposed technique.

Fig. 5. Reconstruction of missing data in the 166th day

relationship between the values xi and yi. Mathematically, it
can be written as f(xi) = β0 + β1xi. However, in practice it
is often needed to have more than one predictor (xi ∈ Rd).
Multiple linear regression model [7] takes the form: f(xi) =
β0 + β1x1i + β2x2i + ... + βdxdi, where xji represents the
jth predictor and βj quantifies the association between that
variable and the response. The parameters of linear regression
β are estimated using least squares.

Support Vector Machines (SVM) has been used success-
fully to solve supervised learning problems because given a
training set it can learn quickly a linear model. Smola and
Scholkopf [14] describe how SVM can be used specifically
to regression problems. The model proposed by SVM defines

f(xi) = 〈w, xi〉+b, where 〈., .〉 represents the dot product, and
the vector w and the scalar value b are the parameters. To find
the values of w and b, SVM solves an optimization problem
that constructs a margin that wraps the linear model. SVM
tries to minimize the distance between the margin and the
value f(xi) for those input-output training data (xi, yi) where
|f(xi)−yi| > ε. It means all the pairs of input-output training
where |f(xi) − yi| < ε do not contribute to the optimization
function. The optimization problem is defined in equation 3.

minw,b,ζ,ζ∗
1
2 〈w,w〉+ C

∑n
i=1(ζi + ζ∗i )

subject to
yi − f(xi) 6 ε+ ζi
f(xi)− yi 6 ε+ ζ∗i

ζi, ζ
∗
i > 0, i = 1, 2, ..., n

(3)

The optimization problem is divided in two terms: the
first one 1

2 〈w,w〉 prevents the overfitting and the second∑n
i=1(ζi+ζ

∗
i ) minimizes the distances between the margin and

f(xi). The value of C gives the relevance to each term (In this
case, C=1.0). One of the main characteristics of SVM is that
it allows to add kernel functions to learn non linear patterns.
In this case, an exponential kernel is used exp(−γ‖x−x′‖2),
where γ = 1/nfeatures.

The term ”neural network” has its origins in attempts to
find mathematical representations of information processing in
biological systems [5]. The Neural Networks (NN) have been
used very broadly to solve a wide range of different problems
with distinct types of mathematical models and structures. The
perceptron is the basic processing element [1]. Association
with each input xji is a connection weight or synaptic weight
wj , and the output in the simplest case is a weighted sum of
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the inputs. The NN adds an activation function to change the
behavior of the linear combination:

f(xi) = f

(
d∑
i=1

wjxji + w0

)
(4)

w0 is the intercept value to make the model more general. For
this work, the activation function is the rectified linear unit
function f(x) = max(0, x). A MultiLayer Perceptron (MLP)
is a network of several perceptrons structured in layers. The
first layer receives the original inputs. The hidden (middle)
layers receive as input the outputs of the first layer and provide
their answers to the next layer. The last layer generates the
final output. For this work, only a hidden layer of 100 neurons
is used. There are different algorithms to learn or calculate the
weights, in this case, the stochastic gradient-based optimizer
is used.

All the regressors were performed using the python library
scikit-learn [13]. The regression models were trained using all
the complete records in the dataset.

The 1 variable linear regression models are trained as
follows:

• Wind velocity at 40m, taking as input: wind velocity at
20m.

• Wind velocity at 20m, taking as input: wind velocity at
40m.

• Standard deviation of the wind velocity at 40m, taking as
input: standard deviation of the wind velocity at 20m.

• Standard deviation of the wind velocity at 20m, taking as
input: standard deviation of the wind velocity at 40m.

• Maximum wind velocity at 40m, taking as input: maxi-
mum wind velocity at 20m.

• Maximum wind velocity at 20m, taking as input: maxi-
mum wind velocity at 40m.

The multivariable regression models are trained as follows:

• Wind velocity at 40m, taking as input: wind velocity,
standard deviation and maximum wind velocity at 20m.

• Wind velocity at 20m, taking as input: wind velocity,
standard deviation and maximum wind velocity at 40m.

• Standard deviation of the wind velocity at 40m, taking
as input: wind velocity, standard deviation and maximum
wind velocity at 20m.

• Standard deviation of the wind velocity at 20m, taking
as input: wind velocity, standard deviation and maximum
wind velocity at 40m.

• Maximum wind velocity at 40m, taking as input: wind
velocity, standard deviation and maximum wind velocity
at 20m.

• Maximum wind velocity at 20m, taking as input: wind
velocity, standard deviation and maximum wind velocity
at 40m.

E. Combination interpolation and regression

Two ways of combining the interpolation and regression
outputs are proposed:

• Interpolation or regression. For the records where both
values (values at 20m and 40m) are missing: use the
prediction of interpolation. For the records where the
values of 20m or 40m are missing, but the values of
the opposite height are present: use the prediction of
regression.

• Interpolation + regression. For the records where both
values (values at 20m and 40m) are missing: use the
prediction of interpolation. For the records where the
values of 20m or 40m are missing, but the values of
the opposite height are present: use the average of the
interpolation and regression predictions.

For the wind direction values reconstruction, only the interpo-
lation techniques are applied because the data only have one
time series for those values.

IV. EXPERIMENTS AND RESULTS

Several combinations of interpolation and regressions mod-
els were performed. To measure the effectiveness of each
approach, we use the mean absolute error (MAE) [9] between
the real values yi and the predicted ones ŷi using the records
whose values were intentionally removed. MAE is defined as
1
n

∑n
i=1 |ŷi − yi|. In general, smaller values indicate better

performance.
Table II shows the results of the techniques combinations.

To simplify the reading of results the next abbreviations are
used. CI: cubic interpolation, LI: linear interpolation, LR:
linear regression, SVM: support vector machines regression
and MLP: MultiLayer Perceptron regression. The word ”or”
indicates the combination technique ”interpolation or regres-
sion”, and the ”+” the technique ”interpolation + regression”.
The best results are in bold.

First, it can be observed, the linear interpolation by itself
produces better results than cubic interpolation to calculate the
missing values in all the variables. In the multivariable models,
the linear regression models generate better results than the
non linear ones. The combination of linear interpolation +
multivariable linear regression generates the best results in
general, but it is too close to the results of the same approach
but univariable.

The error values obtained were considerably small taking
into account the maximum values and the meaning of the
variables.

V. PREDICTION OF MISSING DATA

Once the efficiency of our methodology has been proved, the
next step consists of calculating the values of all the missing
data. In base of our results we propose:

1) Create seven linear interpolation models, one for each
variable.

2) Create six multivariable linear regression models to
predict the variables: wind velocity, standard deviation
of the wind velocity and maximum wind velocity at
20 and 40m, taking as input: wind velocity, standard
deviation and maximum wind velocity in the opposite
height.
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TABLE II
AVERAGE ERROR

Descripción Max value
1 variable models Multivariable models

CI LI LI or LI + LI or LI or LI or LI + LI + LI +
LR LR SVM MLP LR SVM MLP LR

Wind direction (grades) 360 20.01 17.97 - - - - - - - -
20m Vel. (m/s) 16.12 0.59 0.38 0.27 0.29 0.28 0.58 0.27 0.31 0.39 0.27
20m Std. dev. vel. (m/s) 2.69 0.19 0.12 0.09 0.09 0.08 0.10 0.08 0.10 0.10 0.10
20m Vel max (m/s) 22.53 0.64 0.42 0.32 0.32 0.38 0.37 0.32 0.35 0.35 0.30
40m Vel (m/s) 18.60 0.66 0.34 0.34 0.30 0.35 0.49 0.32 0.25 0.48 0.28
40m Std. dev. vel. (m/s) 2.75 0.23 0.09 0.12 0.09 0.12 0.13 0.11 0.10 0.11 0.09
40m Vel max (m/s) 24.82 1.08 0.39 0.41 0.33 0.45 0.39 0.40 0.34 0.32 0.33

3) For each missing value.
a) If the value corresponds to wind direction: use the

prediction of interpolation. This is because it is not
possible to generate a regression model for this
variable.

b) Otherwise. For the records where both values (at
20m and 40m) are missing: use the prediction of
interpolation. For the records where the values of
20m or 40m are missing, but the values of the
opposite height are present: use the average of the
interpolation and regression predictions.

VI. CONCLUSION

The use of the combination of linear interpolation and linear
regression techniques was successfully applied to solve the
problem of missing data from the database proportioned by the
Instituto Nacional de Electricidad y Energas Limpias (INEEL)
provided by a particular wind farm located in the Isthmus of
Tehuantepec in Oaxaca, Mexico.

The linear interpolation method achieves acceptable and
interesting results to predict missing values. However, the
output of the sensors positioned around of 20 and 40 meters are
correlated time series, and it is helpful to use the values of the
one sensor to predict the values of the second sensor when one
of them has problems. The combination of linear regression
with linear interpolation generates the best performance. The
average absolute errors of the predicted values of the wind
speed are 0.27 and 0.28 m/s around of 20 and 40 meters
respectively, providing an average error of the wind direction
around of 17.97 degrees.

The prediction of the missing values is useful to understand
the wind behavior in the Isthmus of Tehuantepec, which
allows reducing the dangerous events in several sections of
a wind turbine. The wind database of a wind farm is used to
statistically determine the behavior of wind for several years
providing information related to the mean wind speed and
dominant wind direction. This way, it is possible to know
months even days, where the wind is more dangerous and to
reduce damages of the overall wind turbines. The future work
is related with the application of Genetic Programming with
the intention of reducing the average errors of the predicted
values of the wind speed and direction of wind farms located
into the Isthmus of Tehuantepec, Oaxaca, Mexico.
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