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ABSTRACT Multimedia files play an important role in everyday life. Today, the majority of the population
owns state-of-the-art cameras integrated into their mobile devices. Technological development not only
facilitates the generation of multimedia content, but also the intentional manipulation of it, and this is where
forensic techniques of detecting manipulation on images and videos take on great importance. Although
historically there has been confidence in the integrity of images, the advance of technology has begun to
erode this confidence. This work proposes a digital image authenticationmethod based on the quadratic mean
error of the Color Filter Array interpolation pattern estimated from the analysed image. For the evaluation of
the proposed method, experiments were carried out with public databases of forged images that are widely
developed for research purposes. The results of the experiments demonstrate the efficiency of the proposed
method.

INDEX TERMS Blind technique, chrominance, copy-move, digital image, forensics analysis, forgery
detection, splicing.

I. INTRODUCTION
For centuries, human beings have always used images to
capture the reality that surrounded them, or to modify it,
depending on the message they wanted to convey. Although
this evolution undoubtedly has a before and after with the
creation of photography in the nineteenth century.

‘‘The excitement that accompanied the invention of
photography was the feeling that man for the first
time could see the world as it really was’’ [1].

eThis statement Collier makes about photography may not
fit the letter in today’s digital age. There are currently a
significant number of computer crimes related to the illegal
possession, distribution or modification of multimedia con-
tent. The alleged use of mobile devices for this purposemakes
these devices an important source of evidence,made bywhich
forensic analysis must be able to authenticate the content and
examine whether it is original or was manipulated.

However, the manipulation of visual content has not been
exclusive to the current digital age. Over time, manipula-
tion has always been present: In painting, the image to be
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FIGURE 1. Example of manipulation in photography.

transmitted to the public has been retouched, for example,
in ‘The Last Judgement’, the painter Michelangelo covered
the nudity of some figures by order of the Pope. In con-
ventional photography, it was possible to manipulate through
splices the negatives of the photographs, for example in Fig-
ure 1 the famous photo of Soviet dictator Iósif Stalin along
with his commissioner for Internal Affairs, who disappears
from the photo by order of Stalin after being executed in 1940.

While before manipulating visual content had mainly
a political, religious or cultural motivation, today, apart
from using manipulation for malicious purposes, the most
widespread motivation is advertising or aesthetics, for exam-
ple the Figure 2.
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FIGURE 2. Example of manipulation in photography.

The ease of manipulating digital images and videos has
increased and is increasing in recent times and is available
to the conventional user through programs such as Adobe
Photoshop, GIMP, Adobe Premiere, and so on. Even these
manipulations are already done automatically by our mobile
device through new tools that make use of artificial intel-
ligence such as face enhancers, facial expression changes,
improved lighting of the scene, and so on.

In July 2017, researchers from the journal Cognitive-
Research [2] used a dataset of 40 scenes, 30 of which were
subjected to five different types of manipulation, including
physically plausible and implausible manipulations. 707 par-
ticipants were shown to assess people’s ability to detect real-
world manipulated scenes. The study found that only 60% of
the people were able to detect the fake scenes, and even then,
only 45% of them were able to tell exactly where the altered
content was. One of the main conclusions from their study
was that if people cannot differentiate between real and false
details in scenes, manipulations could often modify what we
believe and remember.

The growth of the use of digital images and their applica-
tions in the modern society combined with the downplayed
the expertise require for modifying digital photos by image
editing applications have compromised the authenticity and
integrity of digital images. Moreover, the simple and fast
information exchange through the Internet has caused soci-
ety to accept much of this material without questioning its
integrity.

In this fast digital world, new and advanced forges are
conceived every minute, while forensic techniques continue
growing to fight against them. However, not all image manip-
ulations are malicious nor dangerous. There are many valid
and legal reasons to use sophisticated editing tools to edit or
improve images, such as for marketing and design. Unfortu-
nately, all these tools developed for those benign tasks can
also be used to manipulate the truth, which can finally alter
any legal procedure. It is in these cases when the forensic
analysts need to have a set of reliable, updated, and fast
tools to define whether or not the authenticity of any image.
Despite a large number of tampering techniques, splicing, and
copy-move are the most common manipulations. This paper

presents two algorithms focused on detecting the presence
of both splicing and copy-move, forgeries within an image.
Therefore, our primary goal with this work is to help forensic
analysts’ work by increasing the number of tools and algo-
rithms to improve their results.

This paper presents two algorithms; the first one is an
Error Level Analysis (ELA) algorithm, which can be used
as an initial filter to detect the presence of splicing in an
image. The second algorithm is a digital image authentication
method based on the quadratic mean error of the Colour
Filter Array (CFA) interpolation pattern estimated from the
analysed image. The rest of the work is divided as follows:
In Section II, the literature related to manipulation detection
techniques are presented. Next, both an Error Level Analysis
technique and a chromatic interpolation algorithm estimation
technique are proposed to identify the modified area within
an image in Section III. Section IV describes the experiments
carried out to evaluate the efficiency of the proposed tech-
niques, and the results are also discussed. Finally, the Con-
clusions section shows the main conclusions and future work.

II. BACKGROUND
In this section, we will explain the main techniques that
are used to manipulate the multimedia content of images.
In addition to each technique, a graphic example is shown.
At the end of this section, we present a comparative table of
the most commonly used image and video editing software
tools.

A. COPY-MOVE FORGERY TECHNIQUE
Copy-Move manipulation is typically done to make an object
‘disappear’ from the original image by covering it with a
small fragment copied from another part of the same image.
This method is also used to duplicate existing objects in the
picture. As these copied blocks come from the same image,
all their features will be compatible with the rest of the
content, so it is very difficult for the human eye to detect them.

When the copied region is moved, it is usually accom-
panied by a blurring effect generally used on the edges
of the modified region in order to diminish the irregulari-
ties between the original and manipulated region. Mainly,
the detection techniques for this type of manipulation focus
on the search for duplicate areas, although if combined
with other post-processing techniques, such as the applica-
tion of colour filters, or geometrical transformation, it can
make detection by existing methods quite tricky. The use
of this technique is shown in Figure 3. In the manipulated
Figure 3(b) the two animals that appeared in Figure 3(a) have
been duplicated.

The main evidence usually used to detect copy-move
manipulations is the existence of two equal areas based on
the properties of the blocks into which the image is divided.
One of the first approximation to identify copied areas,
within images, was made in 2003, in [3] Fridrich et al. pro-
posed a method that made use of the Discrete Cosine Trans-
form (DCT) coefficient characteristics from overlapping
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FIGURE 3. Copy-move forgery technique.

blocks of the image. Fridrich et al. present one of the first
method that use DCT to detect copy-move forgeries on
images.

In [4], Popescu et al. proposed an algorithm to identify
duplicate regions in a digital image. Their algorithm applies
principal components analysis (PCA) instead of DCT. The
algorithm applies PCA on small fixed-size image blocks, and
each block is then lexicographically sorted. This proposed
technique has shown high efficiency to detect copy-move
forgeries and also, show that the detection is possible even
in the presence of significant amounts of corrupting noise.

In [5], the use of the Singular Value Decomposition (SVD)
was proposed to distinguish the altered areas in a digi-
tal image in 2008. With SVD, the feature vector is also
extracted, and the dimensions thereof reduced. Similar blocks
were identified through the use of lexicographic classifica-
tion. This method proved to be robust and efficient. The
experimental results demonstrate the validity of the proposed
approach for manipulated images subjected to Gaussian blur
filters, noise contamination and compressions.

In [6] proposed to detect forgery copy-move in digital
images using the Scale-invariant Feature Transform (SIFT)
algorithm in 2009. The authors presented the SIFT calcu-
lation algorithm using the block matching function. This
algorithm offers excellent results even when the image is
compressed or noisy.

In [7] a scheme based on Speeded Up Robust
Features (SURF) was proposed, which have key point charac-
teristics better than SIFT because they work better with post-
processing techniques such as brightness and blur variations.
However, the methods based on key points present a problem
of visual output because the copied and pasted regions consist
of lines and points that do not show a clear and intuitive visual
effect.

In [8], Amerini et al., introduced a method based on
the scale-invariant feature transform (SIFT). This method
can detect duplicated regions in images. Also, the method
proposed can detect which geometric transformation was
applied. Due to the copied region of the image looks the
same as the original, the key points extracted in the duplicated
region will be identical to those in the original. This method
is also useful with low-quality factor compressed images.

Muhammad et al. in [9] presented a blind copy-move
forgery detection method based on the dyadic wavelet trans-
form (DyWT). The algorithm uses mainly two kinds of
information, the similarity between blocks of the image and

the noise inconsistency between these parts. The experi-
ments were executed in three different scenarios: i)same size
images, and copy-move region without rotation, ii)different
size images and copy-move region with and without rotation,
iii)different quality (Q) factors. The results have shown that
the algorithm works better than some previous proposals.

In [10], Zhao et al., proposed a method based on dis-
crete cosine transform (DCT) and singular value decompo-
sition (SVD) which include seven steps to analyze and detect
duplicate regions in images. In the beginning, the input image
is divided into overlapping blocks, then DCT is applied to
each block, and the DCT coefficients are quantized. Later,
each quantized block is divided non-overlapping sub-blocks,
and SVD is applied to each sub-block, then features are
extracted to reduce the dimension of each block using its
largest singular value. In the end, all feature vectors are
lexicographically sorted, and duplicated image blocks will
be matched by the predefined threshold. The experiment has
shown that the proposed algorithm not only detect copy-move
forgery and locate the duplicated regions, but also can analyze
and detect manipulation over images with Gaussian blurring,
additive white Gaussian noise, and JPEG compression.

In [11], Park et al. proposes an approach that can manage
several geometric transformations, including rotation, scaling
and reflection. The proposed algorithm use keypoints and
descriptors from the image based on the Scale Invariant Fea-
ture Transform (SIFT) to analyze possible reliable matched
pairs by using the distance ratio between the most and second
similar match. The matched pairs are then included in a set of
real-matches sorted by their ratio value.

B. SPLICING FORGERY TECHNIQUE
Image splicing is one of the simplest and most commonly
used manipulation schemes. This manipulation is similar to
the Copy-Move technique, but with the difference that the
fragment that is copied does not belong to the same image,
but to a different one, that is, the manipulated image is the
result of the mixture of two or more images. The objective of
this technique is to insert elements that were not in the scene
that was originally captured.

As a general rule, the ‘‘donor’’ image block may have
been acquired by another mobile device and therefore its
characteristics and traces will be different from the rest of
the image. Detection of this type of manipulation is a funda-
mental task during image integrity verification. An example
of this technique is shown in Figure 4. The Figure 4(a) is
the ‘‘donor’’ image, the lighthouse is copied and pasted into
the ‘‘recipient’’ image Figure 4(b). As a result, the splice,
Figure 4(c) is generated.

In general, all the detection techniques are based on the
variations found in the pattern of characteristics of the pasted
area with respect to the content of the ‘‘recipient’’ image.

In [12], Shi et al., proposed a blind, passive image splice
detector method. This method, extract statistical features
from the images, and also, the resulting features of applying a
multi-size block discrete cosine transform (MBDCT). These
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FIGURE 4. Splicing technique.

two groups of features build the feature vector that will be
the input for the SVM classifier. The experiments carried
out by the authors show a higher detection rate, up to 90%
accuracy. The public dataset used during their experiments
was ‘‘Columbia [13]’’.

In [14] Zhang et al., present an algorithm to classify
spliced images. The author’s algorithm uses the character-
istics extracted from 2D matrices generated when apply-
ing MBDCT [12]. Their work, beside previous researches,
introduce as features, the image quality metrics (IQM). The
new vector build from all those features is the input for the
SVM classifier. The dataset used for the experiments was
‘‘Columbia’’. The obtained accuracy was up to 87.10%

Wang et al., in [15] proposed a passive image tamper-
ing detection method based on modeling edge information.
Because the human eye is more sensitive to the luminance
component (Y) than the chroma component, some tampering
artifacts left in the chroma channel are undetectable at first
sight. Therefore, the Wang et al.’s algorithm transforms the
image from RGB to YCbCr space colour and uses only the
Cb and Cr components to extract the edge information. More-
over, a finite-state Markov chain (MC) is used to model the
thresholded edge image and to capture its interpixel depen-
dencies. Once that the features are extracted, a nine dimen-
sions vector is build to be the input of the SVM classifier. The
experiments carried out have shown that the proposed algo-
rithm is very useful for tampering detection. The accuracy
obtained was up to 95.6% with the public dataset ‘‘CASIA
TIDE v2.0 [16]’’.
In [17], Zhao et al. compared the effect of using different

space colors on the detection of image splicing. The authors
made a comparison of the YCrCb space color against the
regularly used RGB. The algorithm extract and use four
gray level run-length run-number (RLRN) vectors from the
chroma channels. After the feature extraction, the resulting
vector is the input to an SVM, which is the algorithm classi-
fier. The experiments used the datasets ‘‘CASIA TIDE v1.0’’
and ‘‘Columbia’’ and the detection effectiveness was up
to 94.7% of accuracy. The results show that the chrominance
channels are more effective than RGB in detecting forgery
within images.

Xia et al., in [18], introduced an algorithm to identify
forgery within fingerprints images. To extract the needed
features to build the input vector for the classifier, Xia et al.’s
algorithm uses the discrete wavelet transform (DWT) and
local binary pattern (LBP). The accuracy obtained by the
experiments shown up to 92%. The images used in [18] are
in the ‘‘LivDet’’ [19] dataset.

In [20] Alahmadi et al., presented a method based on dis-
crete cosine transform (DCT) and local binary pattern (LBP)
to detect splicing and copy-move counterfeits. Their algo-
rithm pre-processes the image by changing the space color
to YCbCr. Then, divide the Cb and Cr components into
overlapping blocks and to each block apply LBP. Each
block is transformed into the DCT domain and extract their
DCT coefficients to build the feature vector. As a classifier,
the authors used an SVM. The experiment results show an
accuracy of detection up to 97.77%. The used dataset was
‘‘CASIA TIDE v2.0’’.

III. DESCRIPTION OF THE PROPOSED TECHNIQUES
This section will describe the proposed techniques for detect-
ing counterfeits in colour images.

A. ERROR LEVEL ANALYSIS DETECTION TECHNIQUE
The ELA technique focuses on the identification of areas
with different levels of compression within the same image.
A compressed image in JPEG format must have approxi-
mately the same level in all its content. If there is an area
with a significantly different error level, then it has a high
probability that there has been a digital manipulation of it.

It could be said that ELA highlights the areas of the
image most likely to degrade their colours in the next re-
compression because the edited areas have a greater potential
for degradation compared to the rest of the image.

The algorithm JPEG operates on an 8× 8 pixel array, and
each 8×8 square is compressed independently. If the image is
not completely modified, all 8×8 squares should have similar
error potentials, in other words, that when re-compressed
each square will degrade at approximately the same speed.
ELA re-compresses the image at a specific quality level.
This re-saved therefore introduces a known amount of error
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throughout the image that is compared to the original image.
If the image is modified, each affected 8 × 8 square should
have a higher error potential than the rest of the image, so the
modified areas will appear with a higher level of potential
error.

Our proposed algorithm aims to detect areas of the image
that do not belong to the original content. It is developed in
Python 2.7, using libraries specialised in image processing
such as OpenCV and PIL. The input and output of the pro-
gram is an image.

According to the ELA technique, explained above, an orig-
inal image JPEG should have the same level of compression
throughout its entire content. When the image contains a
region that does not belong to its original content, the bor-
ders and textures of that area will be highlighted from the
rest. Also, taking into account that the compression JPEG is
adjustable we can know the compression level of the image
content

The algorithm needs two inputs. The first entry in the
program is a directory containing one or more JPEG images.
For optimal results, it would be desirable that these images
have the highest possible resolution and an integer between
0 and 100 that represents the level of JPEG compression we
want to use. The most recommended is between 85 and 95.

For each image, a thread is launched that will treat the
image and generate its output. The first step to analyse the
image is to re-compress it in JPEG format with the quality
level declared as an input parameter. Once you have the input
image and its re-compression, you must obtain the difference
pixel by pixel and in absolute value between both images.
With this result, it is possible to identify which pixel area
has undergone a more significant change when applying the
compression level recovering the maximum and minimum
values obtained. The values of the pixels that make up the pro-
gram’s output image are calculated based on the maximum
and minimum values previously calculated. To do this, they
are scaled based on the 255.0 RGB value, and the brightness
of each is enhanced.

Finally, a mask is applied to the generated image to high-
light all the areas that have been left with blue and red tones
with more brightness than the rest of the content. As the mask
covers the less bright areas, the RGB image is converted to
the HSV color model. The goal of this conversion is because
working with HSV values makes it easier to isolate colors.
In the color representation HSV, the hue determines the color
you want, the saturation determines how intense the color is,
and the value determines the clarity of the image. To isolate
colors, multiplemasksmust be applied. A low thresholdmask
and a high threshold mask for hue, saturation and value. Any
pixels within these thresholds will be set to 1 and the remain-
ing pixels will be zero. These thresholds are configurable at
the code level. The conversion from RGB to HSV is governed
by the following formulas:

R′ =
R

255.0
, G′ =

G
255.0

, B′ =
B

255.0
(1)

Cmax = max(R′,G′,B′), Cmin = min(R′,G′,B′) (2)

δ = Cmax − Cmin (3)

H =


60 ◦

G′ − B′

δ
mod 6 Cmax = R′

60 ◦
B′ − R′

δ
+ 2 Cmax = G′

60 ◦ R
′
−G′
δ
+ 4 Cmax = B′

(4)

S =

0 Cmax = 0
δ

Cmax
Cmax 6= 0

V = Cmax (5)

Once the mask has been applied, the output image of the
program is left with the areas affected by splice marked with
a white colour that stands out from the rest of the content
because it is either a black area or areas with white pixels, but
is isolated.

The image is saved in the output directory so that the
researcher can check those areas that stand out most and
compare them with the input image to verify whether or not
that area belongs to the original content.

B. COLOUR FILTER ARRAY DETECTION TECHNIQUE
The first step of this technique is to estimate the interpola-
tion pattern of the colour filter matrix of the digital camera
that captured the image. For this process the image is re-
interpolated with various CFA patterns. For each pattern we
get its Mean Square Error (MSE) between the original image
and the re-interpolated image.

The results obtained from the MSE are then analysed
to determine whether the image has been modified. It is
expected that one of the values of the calculated SSM for
each CFA standard will be much smaller than the other three.
If none of the four values is significantly smaller than the
others, it can be inferred that the image may have been post-
processed. However, at this point you cannot be sure what
type of modification has been made or whether it has been
retouched.

Being Lc(x, y) the intensity of the colour channel image c
in a spatial location (x, y) y c ∈ {R,G,B}, the next step is to
define the colour filter mask that is done as shown in Eq. 6.

θk,c(x, y) =

{
1, (x, y) ∈ ψk,c
0, other case

(6)

where, ψk,c represents the location of the array of channel
colour filters set c for a particular type of CFA pattern denoted
by k and θk,c.(x, y) the corresponding colour filter mask of
ψk,c.

The technique uses blocks of size W × W , where W =
8 pixels, to divide the image taking into account only non
smooth blocks. Each non-smooth block is denoted as Bi
where i = 1, . . . ,N ., being N the number of non-smooth
blocks contained in the image. Blocks re-interpolatedwith the
k filter are denoted as B̂i,k . These blocks are calculated by a
convolution between the bilinear kernel and the re-displayed
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block Bi with the kth CFA pattern defined with Eq. 7.

B̂i,k = f (Bi, θk ) k = 1, . . . , 4 (7)

Next, calculate the MSE error between the blocks of B and
B̂ in non-smooth regions over the entire image using Eq. 8.

Ei(k, c) =
1

W ×W

W∑
x=1

W∑
y=1

(Bi(x, y, c)− B̂i,k (x, y, c))2 (8)

where, Ei is an array containing the average quadratic errors
for each colour channel.

To detect the relative distances between the colour channels
a new errormatrixE2

i is created. The normalisation of all rows
of the Ei array is done with Eq. 9.

E (2)
i (k, c) = 100×

Ei(k, c)∑3
l=1 Ei(k, l)

, c = 1, . . . , 3 (9)

Because there are fewer pixels interpolated in the green
channel, the values of the green channel column Vi(k) are
taken to determine if there is any modification. This process
is done with Eq. 10.

Vi(k) = 100×
E (2)
i (k, 2)∑4

l=1 E
(2)
i (l, 2)

(10)

Bymeans of the uniformity of the vector Vi a possible post-
processing operation can be indicated. The uniformity of the
green channel vector is defined with Eq. 11.

U (i) =
4∑
l=1

|Vi(l)− 25| (11)

Finally, the median of the U vector is calculated as a CFA
filter tracking metric as shown in Eq. 12.

F = median(U ) (12)

The higher the CFA filter metric (F), the more likely it
is that the image can be interpolated with the CFA filter.
Therefore, it can be inferred that no significant processing or
alteration occurred. Another way to measure the artifacts of
the CFA chromatic interpolation algorithm is to observe the
changes in the power of the sensor noise in the given image.
If an image is interpolated, the sensor noise in the interpolated
pixels is expected to be suppressed. This is due to the nature
of the low-pass interpolation. The variance of sensor noise in
interpolated pixels becomes significantly lower than the noise
power of the sensor in non-interpolated pixels. Therefore,
the artifacts of the interpolation algorithm can be measured
by comparing the ratio of noise variances of interpolated and
non-interpolated pixels. If this ratio is close to 1, it can be
assumed that the input image was manipulated.

A typical way to obtain sensor noise is through the wavelet-
based noise elimination algorithm presented in [21], [22].
This process is done on the green channel of an image by
separating the interpolated pixels from the non-interpolated
pixels using the green channel filter mask θk,c, where k = 1
and c = 2.

TABLE 1. Datasets features.

TABLE 2. Characteristics of the experimental equipment.

The non-interpolated pixels are divided into 2 vectors A1
and A2 to obtain the ratio of the variations of the sensor noise
to Eq. 13.

F2 = max(
var(A1)
var(A2)

,
var(A2)
var(A1)

) (13)

where var represents the variance of the vector and max
returns the highest value between x and y.

IV. EXPERIMENTS AND RESULTS
A. ERROR LEVEL ANALYSIS EXPERIMENTS
For the evaluation of this algorithm, the public dataset CASIA
v1.0( [16]) has been used. This dataset contains images
manipulated by cropping and pasting operations using Adobe
Photoshop CS3 version 10.0.1 in Windows XP. The spliced
regions are from the same authentic image (copy-paste)
or from another image (splice). This is why only those
dataset images containing the spliced region from a different
image will participate in this experiment, as the algorithm is
designed for splice detection. A specific dataset has also been
generated for this experiment with high resolution manually
spliced images. Table 1 shows a summary of the characteris-
tics of the dataset used in the experiment.

The characteristics of the equipment with which the exper-
iments were carried out are presented in Table 2. This is an
important factor to bear in mind since the execution times
of the different tests vary according to the computational
resources available.

The experiment carried out on this work was based on
the verification of images resulting from the application of
the splice detection algorithm in digital images. This algo-
rithm has been applied to the splice images of the CASIA
v1.0 dataset for later revision. We have also used our own
small dataset with images taken by iPhone that have been
manually spliced. The review consists of comparing with the
naked eye if the regions that stand out themost in the resulting
image are the regions that have suffered the splice. Figure 5
shows the positive results and the Figure 6 shows a bad result
of the algorithm. Table 3 shows the results obtained.

B. COLOUR FILTER ARRAY EXPERIMENTS
To evaluate the efficiency of the method described, we used
the images of the datasets [23] and [24], denominated D1 and
D2 respectively.
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FIGURE 5. Positive example: The white area that stands out most in
(b) corresponds to the region pasted in (a). The rest of the white pixels,
being isolated, should not be taken into account.

FIGURE 6. Negative example: The white pixel zones in (b) do not clearly
distinguish which zone has been pasted in (a).

TABLE 3. Detection of positives after applying the algorithm.

D1 dataset images have the following characteristics: High
resolution images (3000× 2000 or 2000× 3000 pixels min-
imum), with realistic copy and move forgeries (‘‘realistic’’
refers to the amount of pixels copied, the treatment of the
pixels of the border of the copied region and the content of
the region).

D2 dataset images have the following characteristics: The
resolution of the images are of medium size (1000 × 700 or
700× 1000), with uncompressed images with simply copied

andmoved regions, uncompressed images with simple scenes
(an object, simple background) instead of complex scenes,
since the dataset is used to studymainly the robustness against
some specific attacks.

The characteristics of the equipment with which the exper-
iments were carried out are presented in Table 2. This is an
important factor to bear in mind since the execution times
of the different tests vary according to the computational
resources available.

To evaluate the efficiency of the described method, high
resolution images (greater than 1500 × 1500 pixels) were
used with and without alterations in different areas of the
image [23], [24]. In addition, the time it takes for the method
to show the area where it has been modified was mea-
sured. In the Figure 7 you can see that the result obtained.
Figure 7(a) shows the original image, Figure 7(b) shows the
modification made and Figure 7(c) shows the result obtained
when applying the proposed technique. It shows the region
where the alteration was applied by highlighting the modified
area. It should be noted that the dimensions of the image
are 2000× 3008.

However, there are cases where the results are not as clear
due to the conditions of the image, for example when there
are very clear backgrounds such as skies causing areas to be
marked where there is no modification.

The Figure 8 shows this, although it does the delimitation
of the modified area correctly, zones are shown in the part of
the sky (Figure 8(c)) where calculations indicate that there is
a forgery.

When analysing the results with small images from the
D2 dataset (see Figure 9) it could be observed that the method
is not accurate due to the low resolution of the image
and that when processing the image and forming the
blocks of size W × W , described in previous sections,
the lack of information in the image makes all the vari-
ances low and there is no significant difference between
them.

Table 4 shows the time it took for the method to analyse
images of different resolutions. The time taken to process
high resolution images was 24.2959 seconds which shows
that the method is efficient and very accurate with large
images.

FIGURE 7. Optimal results.
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FIGURE 8. Results with errors.

FIGURE 9. Results over low resolution images.

TABLE 4. Method execution time.

The proposed method was developed in the Python pro-
gramming language as it has libraries that facilitate image
processing. The processing time of each image is low con-
sidering that all the information of the image is used without
any previous processing and that the test images are high
resolution and color images.

V. CONCLUSION
The content of digital images possesses information that goes
beyond the visual. This information is of great forensic value
since its correct exploitation can guarantee the authenticity
and integrity of the content. Because of this, digital images
are an excellent source of evidencewhen it comes to resolving
legal proceedings. The development and continuous improve-
ment of new technologies enable conventional users to be able
to alter the content of images and videos with professional
results, invisible to the human eye. This is added to the fact
that the detection of manipulations is a complex task and also
requires continuous improvement to adapt to such a scenario,
so it is essential to develop forensic tools capable of detecting
these manipulations, increasingly professional and common.
The line of research that has been followed in this work
begins with a study of the existing techniques of detection of
manipulation on images dedicating more effort to techniques
of detection of copy-move and splicing in images.

Two forgery detection techniques have been designed
and developed: Firstly, an algorithm based on compression
JPEG for splice detection in images. This algorithm uses

the Error-level-Analysis technique and highlights those pixels
with a different compression level. Finally, areas that do not
belong to the original content are marked in the image. Sec-
ondly, a technique to detect forgery in a colour image using
chromatic interpolation algorithms. In the development of the
work, it could be observed that by estimating the interpolation
pattern and the mean quadratic error of blocks in the image,
it can be determined whether or not there is a modification in
a given image.

For the first detection technique, the CASIA v1.0 public
dataset and an own dataset have been used. The results show
that they depend directly on the quality of the image because,
for CASIA, the algorithm presents difficulties in detecting the
region that does not belong to the original image. However,
the dataset itself contains high-resolution images where a
73.3% of accuracy was obtained. It is important to mention
that the accuracy of the result is determined by the analyst
since it is he who has to consider whether the spliced area is
clearly highlighted in the image obtained. Therefore, it is nec-
essary to knowwell howELAworks. However, this technique
serves as the first evidence, since, being a rapid response
detection technique, it can serve as a source of suspicion
for a researcher to further investigate those images that have
presented suspicious white regions.

For the CFA algorithm, satisfactory results were obtained
when entering images with dimensions greater than
1500× 1500 pixels delimiting the modified area. Images
that have a big area with white colors create false positives
because the variance calculated in these sections is very low
to the rest of the image. Likewise, the best results are obtained
with large images since the image information is sufficient to
calculate the variance of the image correctly, and a distinction
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can be made between them. However, with images smaller
than 700×700 pixels, the method has difficulties in detecting
the area with modifications since the image information is
not sufficient to make the difference between the variances
known.
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