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Abstract: In this paper, we describe an approach to create a summary obfuscation corpus 

for the task of plagiarism detection. Our method is based on information from the 

Document Understanding Conferences related to years 2001 and 2006, for the English 

language. Overall, an unattributed summary used within someone else’s document is 

considered a kind of plagiarism because the main author’s ideas are still in a succinct 

form. In order to create the corpus, we use a Named Entity Recognizer (NER) to identify 

the entities within an original document, its associated summaries, and target documents. 

After, these entities, together with similar paragraphs in target documents, are used to 

make fake suspicious documents and plagiarized documents. The corpus was tested in 

plagiarism competition. 
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1 Introduction 

The gigantic number of digital documents produced every day and the information 

available online, have made it easy to reuse data (sentences, excerpts, etc.) from 

others’ work into one’s own documents without citing the corresponding source of 

information; thus, plagiarism comes into the picture. Plagiarism is the reuse of 

someone else’s ideas, processes, results or words without explicitly 

acknowledging the author’s work and source [1]. 

In recent years, plagiarism detection has received much attention from the 

community in terms of published papers and systems developed, for example, 

PAN contests, in plagiarism detection task [2, 3]. In order to evaluate the systems 

developed, it is required corpus designed for this purpose. Traditionally, an 

intrinsic evaluation is conducted to evaluate the performance of systems [4, 5], 
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i.e., given a set of suspicious documents, a system must determine whether a 

whole document or sections of the document are plagiarized from other sources. 

Thus, different corpora have been developed using, for example, obfuscation 

strategies such as author obfuscation [6], which consists in distorting the most 

frequent words for an author, replacing each word with one of their synonyms. 

Also, the use of paraphrasing was proposed in [7, 8], for example, using 

Wikipedia articles to creating the corpus of original and suspicious documents 

(fragments); in order to obfuscate fragments, it uses random strategies to shuffle 

words in the extracted fragments, in addition, Part-of-Speech features are used to 

preserve syntactic structure in fragments. A more sophisticated strategy uses 

SemEval dataset of semantic textual similarity [9], here, a pair of semantically 

similar sentences are used to create simulated plagiarism cases; both source and 

plagiarized fragments are constructed by SemEval dataset sentences. 

In this work, we argue, in detail, the development of a corpus for plagiarism 

intrinsic evaluation used in evaluating systems of plagiarism detection [2]. The 

creation of the corpus is based on information (news dataset) from text 

summarization field. This dataset is usually used to evaluate the performance of 

summarization systems [10], i.e., the summary generated by systems is compared 

against abstractive/extractive summaries created manually by human experts. We 

chose abstractive summaries (no simple concatenation of sentences) related to this 

dataset because it could be considered as plagiarism of author’s ideas. Our 

strategies are based on entities mentioned within news documents and theirs 

associated summaries and its similarity among target (suspicious) 

paragraphs/documents in order to mask the information. 

In the following sections, we describe our approach in detail, in Section 2, the 

selection of documents from datasets used, and how the obfuscation strategies are 

applied. The resulting corpus and the performance of systems on our approach are 

presented in Section 3. Conclusions and future work are discussed in Section 4. 

2 Obfuscation Approach 

We propose a kind of plagiarism based on information comes from news and 

theirs associated summaries. In general, we consider that an unattributed summary 

used within a document of someone else is a kind of plagiarism, because the ideas 

of the author are still in a condensed form. For this work, we use summaries made 

by human experts who paraphrased the original news given in the dataset. 

Roughly speaking, our method uses two news datasets: one for extracting 

summaries, and the other one for making the related suspicious documents. In the 

following subsections, we describe the creation of the corpus. 
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2.1 DUC Datasets 

As we mentioned, the creation of the corpus is based on two news datasets from 

Document Understanding Conferences (DUC) in 2001 [10] and 2006 [11]. DUC 

competition provides these datasets for evaluating the performance of automatic 

text summarization systems; the datasets is for the English language. Generally, 

contests for evaluating the performance of systems reused their dataset for several 

years because of the cost of manual generation of datasets. DUC competition used 

essentially the same source of documents for DUC-2001 and DUC-2002, and 

another source of documents from DUC-2003 to DUC-2006. 

In order not to choose the same documents (news) that we want to plagiarize and 

fake, we selected the datasets of DUC-2001 and DUC-2006 as our source of 

documents. The datasets are described as follows. 

DUC-2001 news dataset comprises documents related to Wall Street Journal of 

years 1987-1992, AP newswire (1989-1990), San Jose Mercury News (1991), 

Financial Times (1991-1994), LA Times, and Foreign Broadcast Information 

Service (FBIS). For this dataset, four generic summaries for each document 

(news) with length of approximately 50, 100, 200, and 400 words were created 

manually by human assessors. The summary is considered as an abstractive 

document since no simple concatenation was implemented, i.e., the main ideas of 

the author, in a condensed form, are within the summary. 

DUC-2006 news dataset comprises documents related to Associated Press 

newswire (1998-2000), New York Times newswire (1998-2000), and Xinhua 

News Agency (English version, 1996-2000). 

Both datasets have similar topics but do not deal with the same news. Table 1 

shows the number of documents selected as starting dataset. The news considered 

as original documents, was selected with at least a 400 word length. The 

associated summaries were summaries of a 100 word length, because this 

document length has enough information to deal with faking suspicious 

paragraphs. The target news was considered for documents with at least a 600 

word length. 

Table 1 

Starting dataset for summary plagiarism task 

Source No. documents 

DUC-2001: Original news 237 

DUC-2001: Summaries per each news 2 

DUC-2006: Target news 527 
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2.2 Similarity Measure 

One of our strategies is using a similarity measure to identify similar paragraphs 

and similar documents. Therefore, we use an easy measure to calculate the 

similarity of two objects. In particular, we used the well-known measure, the Dice 

similarity or coefficient, that is simple but it has a good quality [12]. The Dice 

similarity is defined as follows, in equation 1. 

 
||||
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YX
YXSimDice
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In equation 1, let be X and Y documents, the similarity is between 0 and 1; 0 

means no similarity, and 1 stands for maximum similarity. |X| means the 

cardinality of the document, and X represents the set of words of the document. 

For example, given two documents, X and Y, defined below, the Dice similarity 

for these documents is 0.1360; it means that 13.6% of X document is similar to Y 

document. In order to calculate the Dice similarity, we only used content words as 

elements to be compared, i.e., we discarded punctuation marks and words such as 

a, to, on, or, etc., known as Stop words. Stop words are considered that do not 

contribute to defining the content of the document [13]. 

X: The British cattle industry was under siege, while many nations of the 

European Union were imposing or discussing bans on imports, fearing "mad cow" 

could be transmitted to humans. 

Y: The controversial practice of feeding ground animal remains to pigs and 

poultry is to be outlawed across the European Union from January as part of a 

continent-wide effort to stamp out a rising wave of consumer panic over Mad Cow 

disease. 

2.3 Named Entity Recognition 

Another key strategy is the entities mentioned in documents; entities identified are 

used by the main method. In news genre, entities are common, because data are 

facts about events, places, persons, dates, organizations, etc. In this genre, it could 

be easy to identify original documents and theirs associated summaries 

considering the occurrences of entities. Thus, in order to obfuscate the information 

using entities, we use a tool to extract them from texts. 

The Stanford Named Entity Recognizer (NER) [14] is used to identify seven 

categories (entities) in documents: time, location, organization, person, money, 

percent, and date. The entity information and similarity measure are used to create 

fake documents, as well as fake paragraphs related to entities identified in 

documents. Figure 1 shows how the entities are identified, defined between XML-

based tags, for example, <LOCATION> and </LOCATION>; and 



Acta Polytechnica Hungarica Vol. 14, No. 3, 2017 

 – 103 – 

<ORGANIZATION> and </ORGANIZATION>. The information between 

these tags is the entities to be distorted in target documents. 

Figure 1 

Entities identified by NER 

2.4 Obfuscation Method 

The creation of the summary obfuscation corpus is based on documents of two 

datasets of DUC competition. DUC-2001 dataset serves as original documents, 

i.e., these documents are the information to be plagiarized, and DUC-2006 dataset 

serves as target documents, these documents serve for two goals: the first one is to 

create plagiarized documents and the second one is to create suspicious 

documents, i.e., fake plagiarized documents, using the named entities and close 

documents related to the original documents according to their similarity. 

In order to achieve the goals, our method includes three main stages: 

preprocessing of DUC datasets, candidate document selection, and data 

obfuscation. 

2.4.1 Preprocessing of DUC Datasets 

The first stage is selecting the documents from DUC datasets; initially, this 

information is used to measure the performance of text summarization systems. 

Thus, there are source documents and four or five associated summaries manually 

created by human experts. 

As we mentioned, on one hand, the original documents were selected from DUC-

2001 dataset. Each document was selected based on its length, the document size 

is greater than 400 words, and two associated summaries of 100 words were 

selected (see section 2.1); this set of documents we will refer to as original 

documents. Figure 2 illustrates an example of an original document and Figure 3 

shows its associated summaries. We have two summaries for each original 

document. 

Investigators from the <LOCATION>United States</LOCATION> and 

<LOCATION>Egypt</LOCATION> will review part of the flight control system in the tail of 

<ORGANIZATION>Boeing</ORGANIZATION>’s 767 airplane as part of the investigation into the 

crash of <ORGANIZATION> EgyptAir</ORGANIZATION> Flight 990, the chairman of the 

<ORGANIZATION>National Transportation Safety Board</ORGANIZATION> said 

<DATE>Friday</DATE>. The disclosure comes just a couple days after the chairman of 

<ORGANIZATION>EgyptAir</ORGANIZATION> told a news conference in 

<LOCATION>Cairo</LOCATION> that something happened to the tail of the 

<ORGANIZATION>Boeing</ORGANIZATION> 767 that caused it to go into a near supersonic dive 

before the plane broke up and crashed into the sea. Safety board chairman <PERSON>Jim 

Hall</PERSON> said investigators from his agency and the <ORGANIZATION>Egyptian Civil 

Aviation Authority</ORGANIZATION> will examine the 767’s elevator system, as well as perform a 

metallurgic examination of the plane’s engine pylon components. 
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On the other hand, the documents from DUC-2006 play the role of suspicious 

documents. Similarly, the documents selected were based on the length; the 

document size is greater than 600 words in order to have enough text to add fake 

paragraphs or plagiarized paragraphs; this set of documents we will refer to as 

candidate documents. In both cases, all HTML tags were removed and only the 

text body is used. 

Figure 2 

Example of an original document 

Figure 3 

Example of two associated summaries 

<DOC> Coast Guard and Navy aircraft and vessels today searched for a crewman missing from an F-14 

jet fighter that plunged into the Atlantic Ocean off North Carolina while practicing combat maneuvers, 

killing his crewmate, officials said. Six people were injured in another F-14 crash Monday after two 

Navy aviators bailed out of their jet over an airfield in the San Diego suburb of El Cajon, sending it 

smashing into a hangar. And a pilot in Utah escaped injury today in a third military training flight in two 

days. The crash off Hatteras, N.C., occurred Monday afternoon 22 miles east of Oregon Inlet, the Navy 

said. A fishing boat picked up a crewman, who was pronounced dead. The identity of the dead aviator 

and his missing crewmate were not released pending notification of relatives. Five people, including the 

two Navy fliers, remained hospitalized today following the crash Monday morning in El Cajon 15 miles 

east of San Diego. The $35 million jet crashed upside down into hangars at Gillespie Field and exploded. 

The blaze ignited by the crash destroyed a hangar and an attached extension, but spared a nearby 

restaurant. Authorities said the two crewman tried to guide the jet to the runway at Gillespie Field before 

bailing out. Capt. Gary Hughes, commanding officer of Naval Air Station Miramar, said he was grateful 

there weren’t more injuries, "particularly when you’re this close to El Cajon. It’s a very populated area." 

The jet passed within a mile of an elementary school. "I thought they were just doing tricks. And then we 

saw the parachutes," said Washington Moscuso, a sixthgrader at Ballantyne Elementary School. In the 

Atlantic accident, Lt. Cmdr. Mike John, a spokesman for the Navy’s Atlantic Fleet air force in Norfolk, 

Va., said the plane was engaged in mock dogfights with another F-14 and an A-4 jet in restricted military 

airspace off the North Carolina coast. "It was flying a routine training mission," John said. The cause of 

the crash was not determined, officials said. The aircraft sank soon after impact, John said. The twin-

engine supersonic fighter was attached to Fighter Squadron 143 at Oceana Naval Air Station in Virginia 

Beach, Va. In northern Utah today, an F-16A jet fighter crashed west of Hill Air Force Base after the 

pilot bailed out, a base spokeswoman said. The aircraft, assigned to Hill’s 388th Tactical Fighter Wing, 

was on a routine training mission. Spokeswoman Silvia Le Mons-Liddle said the plane went down about 

25 miles west of the base about 9:05 a.m. MDT. She said the crash site was in or near the Promontory 

Mountains, which are on a peninsula jutting into the Great Salt Lake, but she declined to be more 

specific. </DOC> 

<SUMMARY1> Today a Navy F-14 jet fighter plunged into the Atlantic off Hatteras, NC. One 

crewman is dead, the other missing. The plane was engaged in mock dogfight training when it crashed. It 

was attached to Fighter Squadron 143 at Oceana Naval Air Station in Virginia Beach, VA. Also today, an 

F-16A assigned to Hill Air Force Base’s 388th Tactical Fighter Wing crashed in northern Utah. The pilot 

bailed out. These crashes followed Monday’s crash of a Navy plane into a hangar at Gillespie Field at El 

Cajon, CA, a densely populated area. Five people, including the two crewmen remain hospitalized. 

</SUMMARY1> 

<SUMMARY2> An F-14 jet fighter, attached to Fighter Squadron 143 at Oceana Naval Air Station in 

Virginia Beach, plunged into the Atlantic today off Hatteras, NC, while practicing combat maneuvers 

with another F-14 and an A-4 in restricted military airspace. One crewman is dead and another missing. 

Six people were injured Monday afternoon when another F-14 crashed into hangars at Gillespie Field in 

the San Diego suburb of El Cajon. The two Navy aviators ejected. An F-16 jet fighter assigned to 

Tactical Fighter Wing 388 in northern Utah crashed at 9:05am MDT today while on a routine training 

flight. The pilot ejected safely. </SUMMARY2> 
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2.4.2  Candidate Document Selection 

The second stage consists in selecting the best document group from the candidate 

documents for each original document. In order to achieve this goal, we follow the 

next steps. First, for an original document is calculated the similarity with all 

documents in the candidate dataset. In order to do this, we used Dice similarity 

(equation 1) to identify the probable candidates to be obfuscated. The minimum 

threshold for similarity is 10 percent of the original document in order to 

guarantee at least a degree of similarity. Second, all nominee documents are 

ranked according to Dice similarity in descending order. After that, the top 10 

documents are selected, as documents to be obfuscated (target documents). In 

addition, a nominee document could not be used more than ten times in order to 

give other documents the chance to be chosen. Two of the target documents are 

used for plagiarism and the remaining ones are for creating suspicious documents. 

2.4.3  Data Obfuscation 

The third stage consists in obfuscating the information of the target documents 

selected in the previous stage (Sec. 2.4.2). To achieve this goal, there are three 

steps: entity extraction, similar paragraph identification, and fake and plagiarized 

text insertion. 

First, Stanford NER is applied to extract entities for each original document and 

its associated summaries, as well as the entities for each related target document. 

Second, paragraphs of target documents are selected according to most similar 

content by Dice similarity, and similar dispersion of entity types between the 

original document and the target document. Third, in order to insert the 

plagiarized summary, a random selection of the place in the target document is 

performed among the selected paragraphs in the previous step. In addition, two 

paragraphs are selected to be noisy areas, i.e., replacing the entities from the 

candidate paragraph with entities of the most similar paragraph from the original 

document, according to the content and the entity dispersion. The function of 

noisy areas is to mislead potential methods that take entities to identify plagiarism. 

The entities extracted are used as round-robin approach, that is, a circular list, in 

order to continue replacing entities in the target paragraph until entities are 

exhausted. Figure 7 shows an example of plagiarized document with noisy areas. 

In the case of the generation of suspicious documents the entity identification and 

the replacement of named entities are applied in the same way. Fake, suspicious 

documents have a similar structure to plagiarized documents, without the 

plagiarized section. We can see in Figure 6, the original text, and we can see, in 

Figure 7, how the entities were replaced in the noisy area (entities are in bold), and 

the text is still readable, but it is obfuscated. 
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3 Results 

The statistics of the resulting corpus are shown in Table 2. The corpus has 2370 

documents. The corpus consists of two plagiarized documents and eight fake 

suspicious documents per each original document (237 documents). There are 496 

plagiarized documents. A plagiarized document consists of the text, two noisy 

areas, and a plagiarized text (a summary), see Figure 7. The XML-based tags are 

only for informative purposes. Also, there are 1896 fake suspicious documents. A 

fake document consists of the text and two noisy areas, similar to the structure of 

Figure 7, without plagiarized section. 

Table 2 

Statistics of Obfuscation Summary Corpus 

Source No. documents 

Original documents 237 

Fake suspicious documents 1896 

Plagiarized documents 474 

Figure 4 and Figure 5 show the structure of annotations for fake suspicious 

documents and plagiarized documents respectively. The annotated documents are 

to identify what documents are plagiarized and what documents are only 

suspicious. In the case of a plagiarized document, there are key features such as 

the feature called name with value plagiarism that indicates that the current 

document has plagiarism; source_offset indicates the place where the plagiarism 

starts; source_length is the total of plagiarized characters; and source_reference 

indicates the file name. In the case of fake suspicious documents, this information 

is absent, see Figure 4. Note that XML-based tags in original documents, fake 

suspicious documents and plagiarized documents are only for informative 

purposes; these tags are not present in the final documents. 

Figure 4 

Annotations for fake suspicious documents 

<document reference="suspicious-document00790.txt"> 

<feature name="about" authors="DUC2006" title="news" language="en" /> 
<feature name="md5" value="250487dd32850d9b89e1b094392609dc" language="en" /> 

</document> 
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Figure 5 

Annotations for plagiarized documents 

3.1 Evaluation of Systems 

The corpus with the approach described in this paper was used in PAN 

competition for text alignment for plagiarism detection [2]. The task on this 

corpus is to determine whether the document contains plagiarized sections given a 

set of suspicious documents. 

Table 3 shows the performance of systems using the summary obfuscation corpus 

and other two strategies used in the competition: Random obfuscation and Cyclic 

translation obfuscation, for more details of the implementation of the strategies 

see [2]. The performance of the systems was measured by PlagDet score. 

Basically, PlagDet is a measure that considers F1 score (harmonic mean of 

precision and recall) and a kind of normalization considering detections of passage 

cases with plagiarism and passages confirmed with plagiarism, this measure was 

designed for this purpose in PAN competitions, for more details of this measure 

see [2]. 

According to the performance of the systems with these datasets, it is hard for the 

systems to identify correctly the plagiarized documents as we can see in the low 

values obtained with our corpus (Summary Obfuscation) for all systems. 

Table 3 

Evaluation of text alignment systems related to plagiarism detection 

Team Random Cyclic 

translation 

Summary 

Obfuscation 

Suchomel [16] 0.75276 0.67544 0.61011 

Kong [17] 0.83242 0.85212 0.43399 

R. Torrejón [18] 0.74711 0.85113 0.34131 

Saremi [19] 0.65668 0.70903 0.11116 

Shrestha [20] 0.66714 0.62719 0.11860 

Gillam [21] 0.0419 0.01224 0.00218 

Jayapal [22] 0.18148 0.18181 0.05940 

In general, the performance for participating systems in plagiarism detection was 

weak. One system was a little higher than 60%, the remaining systems were below 

45%. We notice intuitively, that the low performance of the systems is due to the 

strategies implemented and are not trivial, i.e., the plagiarized text is an 

abstractive summary made manually by human experts. An abstractive summary 

<document reference="suspicious-document0010.txt"> 

<feature name="about" authors="DUC2001, DUC2006" title="news" language="en" /> 

<feature name="md5" value="9f6e52a04880aac50e92a3d300356a27" language="en" /> 

<feature name="plagiarism" type="artificial" obfuscation="high" this_language="en" 
this_offset="3210" this_length="632" source_reference="source-document0001.txt" 

source_language="en" source_offset="1" source_length="7224" /> 

</document> 



S. Miranda-Jiménez et al. Automatic Generation of Summary Obfuscation Corpus for Plagiarism Detection 

 – 108 – 

is not a simple concatenation of sentences or excerpts from an original document; 

often, it is a complete paraphrasing of the text using several operations to abstract 

the text [15]. According to the results of the performance of systems, this 

approach presents great challenges to systems, when the text is a sort of 

plagiarized version of an author’s ideas. 

Figure 6 

Example of a candidate document 

Conclusions 

We have described an approach for generating a summary obfuscation corpus to 

be used in plagiarism detection tasks. We used, as source of information, two 

datasets (DUC contest) from different years to avoid the same news. We 

considered the use of abstractive summaries within document as a case of 

plagiarism. We focused on, mainly, identifying entities and the dispersion of them 

through paragraphs, selecting similar documents and paragraphs to obfuscate the 

given summary into a plagiarized document; also twisting paragraphs replacing 

entities into noisy areas, for both plagiarized and fake documents. This approach 

was used in PAN competition for testing the performance of plagiarism detection 

systems. 

<TEXT> 

Investigators from the United States and Egypt will review part of the flight control system in the tail of 

Boeing’s 767 airplane as part of the investigation into the crash of EgyptAir Flight 990, the chairman of 

the National Transportation Safety Board said Friday. The disclosure comes just a couple days after 

the chairman of EgyptAir told a news conference in Cairo that "something happened" to the tail of the 

Boeing 767 that caused it to go into a near supersonic dive before the plane broke up and crashed into the 

sea. Safety board chairman Jim Hall said investigators from his agency and the Egyptian Civil Aviation 

Authority will examine the 767’s elevator system, as well as perform a metallurgic examination of the 

plane’s engine pylon components. 

... 

All 217 people aboard the Boeing 767-300 died when it plunged into the Atlantic off the Massachusetts 

coast on Oct. 31, about 30 minutes out of New York’s Kennedy Airport on a night flight to Cairo. 

Investigators have found nothing in an analysis of the cockpit voice recorder that would point toward a 

bomb or a mechanical problem as the cause of its crash. Radio communication between the flight crew 

and air traffic controllers was routine, and at no time did a member of the crew advise controllers of 

either an emergency or a mechanical problem or concern. In addition, the plane’s other black box, the 

flight data recorder, does not indicate there was an explosion or mechanical problem. That points to 

another cause, and the leading theory is that the plane was brought down by a deliberate act of the backup 

copilot. In his statement Friday, Hall blasted as "wrong" a published report this week that quoted 

unnamed government officials as saying a mechanical problem has all but been ruled out as the cause of 

the crash. "NTSB is disturbed to see that again this week unidentified sources were used as the basis of a 

news report purporting to have informed knowledge of our work," Hall said in a statement released late 

Friday afternoon. "As is often the case in these matters, the story was wrong. No hypothesis for the cause 

of this accident has been accepted, and the activities that I have outlined indicate that there is much that 

still needs to be done before a determination of cause can be reached." In November, with no evidence 

the crash was an accident, Hall was prepared to turn the investigation over to the FBI further fueling the 

theory of pilot suicide when the Egyptian government strenuously objected. Since then, the safety board 

has said little about how the investigation is going. Hall said substantial portions of the wings, tail, 

fuselage and an engine had been recovered. Hall said Friday that "no decision has been reached at this 

point whether further wreckage recovery will ultimately be necessary, and both agencies (the safety 

board and the Egyptian Civil Aviation Authority) agree that additional work needs to be be accomplished 

before a final decision can be made." Hall said both agencies also believe that "aircraft and operational 

system issues" must be investigated further.  

</TEXT> 
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Figure 7 

Example of plagiarized document with two noisy areas 

The results of the performance of systems showed that paraphrasing in a succinct 

way becomes great challenges to identify plagiarism. 

As future work, we plan to apply our approach to multi-lingual and multi-

document news, in the context of MultiLing competition [23, 24, 25]. In those 

datasets, there are same summaries in several languages such as Arabic, English, 

Greek, Hebrew and Spanish, but summaries are not a literal translation, they were 

<TEXT> 

<NOISY_AREA> 

Investigators from the Atlantic and Hatteras will review part of the flight control system in the tail of 

Navy’s 767 airplane as part of the investigation into the crash of NC Flight 990, the chairman of the 

Fighter Squadron 143 said Monday. The disclosure comes just a couple days after the chairman of Oceana 

Naval Air Station told a news conference in Virginia Beach that " something happened" to the tail of the Hill 

Air Force Base 767 that caused it to go into a near supersonic dive before the plane broke up and crashed 

into the sea. Safety board chairman Jim Hall said investigators from his agency and the 388th Tactical 

Fighter Wing will examine the 767’s elevator system, as well as perform a metallurgic examination of the 

plane’s engine pylon components. The elevators are flat panels on the horizontal stabalizer of the tail that 

control up and down movements of the plane when the pilot pushes or pulls on the control stick. Hall’s 

statement did not suggest that investigators suspect the elevator system played a role in the crash, and a 

Navy spokesman said such a review is typical in airline crash investigations. " The safety board is going 

through a deliberate and methodical process as they do on all their investigations, and Gillespie Field 

continues to support the investigation," said El Cajon safety spokesman John Dern . There have been no 

reports of problems with the 767’s elevator system or the engine pylons, Dern said. 

</NOISY_AREA> 

<NOISY_AREA> 

All 217 people aboard the Coast Guard 767-300 died when it plunged into the Atlantic Ocean off the 

North Carolina coast on Monday, about 30 minutes out of San Diego’s El Cajon on a night flight to Utah. 

Investigators have found nothing in an analysis of the cockpit voice recorder that would point toward a 

bomb or a mechanical problem as the cause of its crash. Radio communication between the flight crew and 

air traffic controllers was routine, and at no time did a member of the crew advise controllers of either an 

emergency or a mechanical problem or concern. In addition, the plane’s other black box, the flight data 

recorder, does not indicate there was an explosion or mechanical problem. That points to another cause, and 

the leading theory is that the plane was brought down by a deliberate act of the backup copilot. In his 

statement today, Gary Hughes blasted as " wrong" a published report this week that quoted unnamed 

government officials as saying a mechanical problem has all but been ruled out as the cause of the crash." 

Navy is disturbed to see that again this week unidentified sources were used as the basis of a news report 

purporting to have informed knowledge of our work," Washington Moscuso said in a statement released late 

Monday afternoon. 

</NOISY_AREA> 

" As is often the case in these matters, the story was wrong. No hypothesis for the cause of this accident has 

been accepted, and the activities that I have outlined indicate that there is much that still needs to be done 

before a determination of cause can be reached." In November , with no evidence the crash was an accident, 

Hall was prepared to turn the investigation over to the FBI further fueling the theory of pilot suicide when 

the Egyptian government strenuously objected. Since then, the safety board has said little about how the 

investigation is going. Hall said substantial portions of the wings, tail, fuselage and an engine had been 

recovered. Hall said Friday that " no decision has been reached at this point whether further wreckage 

recovery will ultimately be necessary, and both agencies ( the safety board and the Egyptian Civil Aviation 

Authority ) agree that additional work needs to be be accomplished before a final decision can be made." 

Hall said both agencies also believe that " aircraft and operational system issues" must be investigated 

further. 

<PLAGIARIZED_TEXT1> Today a Navy F-14 jet fighter plunged into the Atlantic off Hatteras, NC. One 

crewman is dead, the other missing. The plane was engaged in mock dogfight training when it crashed. It 

was attached to Fighter Squadron 143 at Oceana Naval Air Station in Virginia Beach, VA. Also today, an F-

16A assigned to Hill Air Force Base’s 388th Tactical Fighter Wing crashed in northern Utah. The pilot 

bailed out. These crashes followed Monday’s crash of a Navy plane into a hangar at Gillespie Field at El 

Cajon, CA, a densely populated area. Five people, including the two crewmen remain hospitalized. 

</PLAGIARIZED_TEXT1> 
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created by native speakers from original documents in the English language. In 

this sense, we could work on a corpus for cross-lingual plagiarism detection, 

based on abstractive summaries, i.e., a summary in a language “A” could be 

obfuscated in a language “B”, a language “C”, etc., considering the summary in 

“B” and “C” as a plagiarism of the summary in “A”. 
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